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Brief 
 
 
This document is intended as an aid for revision.  Although it includes some examples 
and explanation, it is primarily not for learning content, but for becoming familiar 
with the requirements of the course as regards formulae and results.  It cannot 
replace the use of a text book, and nothing produces competence and familiarity with 
mathematical techniques like practice.  This document was produced as an addition 
to classroom teaching and textbook questions, to provide a summary of key points 
and, in particular, any formulae or results you are expected to know and use in this 
module.   
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Chapter 1 – Roots of quadratic equations 
 

When the quadratic equation 𝑎𝑥2 + 𝑏𝑥 + 𝑐 = 0 has roots 𝛼 and 𝛽: 
 

The sum of the roots, 𝛼 + 𝛽 = −
𝑏

𝑎
 

 

The product of the roots, 𝛼𝛽 =
𝑐

𝑎
 

 

By writing the equation as 𝑥2 +
𝑏

𝑎
𝑥 +

𝑐

𝑎
= 0 it can be expressed as: 

 
𝑥2 − (𝑠𝑢𝑚 𝑜𝑓 𝑟𝑜𝑜𝑡𝑠)𝑥 + (𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑜𝑓 𝑟𝑜𝑜𝑡𝑠) = 0 

 
Note: Using the above results and rearranging, the following results can be produced: 
 

𝛼2 + 𝛽2 = (𝛼 + 𝛽)2 − 2𝛼𝛽 
 

𝛼3 + 𝛽3 = (𝛼 + 𝛽)3 − 3𝛼𝛽(𝛼 + 𝛽) 

 

For a known quadratic, another can be formed whose roots are related to the roots of the first by 
applying the following method: 
 
Step 1: Write down the sum of the roots, 𝛼 + 𝛽, and the product of the roots, 𝛼𝛽, of the given 
equation.   
Step 2: Find the sum and product of the new roots in terms of 𝛼 + 𝛽 and 𝛼𝛽.   
Step 3: Write down the new equation using 𝑥2 − (𝑠𝑢𝑚 𝑜𝑓 𝑟𝑜𝑜𝑡𝑠)𝑥 + (𝑝𝑟𝑜𝑑𝑢𝑐𝑡 𝑜𝑓 𝑟𝑜𝑜𝑡𝑠) = 0 

 
Eg: Find a quadratic whose roots are the reciprocals of the roots of 2𝑥2 − 5𝑥 − 6 = 0 
 
Sum and product of original roots: 

𝛼 + 𝛽 = −
𝑏

𝑎
=

5

2
        𝛼𝛽 =

𝑐

𝑎
= −3 

 
Sum and product of new roots: 

1

𝛼
+

1

𝛽
=

𝛼 + 𝛽

𝛼𝛽
=

5
2

−3
= −

5

6
        

1

𝛼

1

𝛽
=

1

𝛼𝛽
=

1

−3
= −

1

3
 

 
New equation: 

𝑥2—
5

6
𝑥 + (−

1

3
) = 0        𝑜𝑟        𝑥2 +

5

6
−

1

3
= 0 
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Chapter 2 – Complex numbers 
 

There is no real number which can be squared to give a negative, and so the symbol 𝑖 is used to 
denote the imaginary number which is equal to the square root of -1.  In other words, 𝑖2 = −1 

 

Since 𝑖2 = −1, it follows that 𝑖4 = 1.  The powers of 𝑖 form a periodic cycle: 
 

𝑖 = 𝑖, 𝑖2 = −1, 𝑖3 = −𝑖, 𝑖4 = 1, 𝑖5 = 𝑖, 𝑎𝑛𝑑 𝑠𝑜 𝑜𝑛 

 

While quadratics of the form 𝑥2 = −𝑘 have no real roots, they do have imaginary ones: 
 

𝑥 = ±𝑘𝑖 

 

A complex number is a number of the form 𝑝 + 𝑞𝑖, where 𝑝 and 𝑞 are real numbers and 𝑖2 = −1.  
This is essentially a number comprised of both real and imaginary parts.   

 
Note: Either the real or the imaginary part of a complex number may be equal to zero, making the 
real numbers a subset of the complex numbers.  Any purely imaginary number is also a complex 
number.   
 

The complex conjugate of 𝑝 + 𝑞𝑖 is 𝑝 − 𝑞𝑖, where 𝑝 and 𝑞 are real numbers.  The conjugate of 𝑧 is 
denoted by 𝑧∗.   

 

When a quadratic equation with real coefficients has complex roots, these roots are always a pair of 
complex conjugates.   

 
Note: The easiest way to solve quadratic equations with complex roots is to complete the square.   
 
Eg: 

𝑥2 + 6𝑥 + 25 = 0    ⟹     (𝑥 + 3)2 − 9 + 25 = 0 
 

⟹     (𝑥 + 3)2 = −16    ⟹     𝑥 = −3 ± √−16 = −3 ± 4𝑖 
 

In general, when 𝑧 = 𝑝 + 𝑞𝑖, where 𝑝 and 𝑞 are real numbers: 
 
The real part of 𝑧 is 𝑝 and the imaginary part of 𝑧 is 𝑞.   

 
Note: This may appear to be self-evident, but it is an important result.  If two complex numbers are 
equal, they must necessarily have both equal real and equal imaginary parts.  Solving equations 
involving complex numbers, then, is equivalent to solving equations involving two-dimensional 
vectors.  The real part of the equation and the imaginary part form their own distinct equations, 
both of which must be satisfied to solve the original equation.   
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Chapter 3 – Inequalities 
 

There are important differences between solving equations and solving inequalities: 
 
An inequality will have a range of values as its solution.   
 
Whenever you multiply or divide an inequality by a negative number you must also reverse the 
inequality sign.   

 

When solving quadratic/cubic/higher order inequalities you must consider critical values.   
 
You calculate the value of 𝑓(𝑥) in each of the regions on the number line created by the critical 
values and produce a sign diagram.   

 
Note: The best way of approaching more complex inequalities is to rearrange to produce a function 
on one side and zero on the other.  Then critical values can be found, and a sign diagram produced.   
 

When solving inequalities involving a rational expression, you must ensure that the expression is 
written in an appropriate form (i.e. factorised/simplified as far as possible and with 0 on the right-
hand side).   
 
You can then find the critical values for the numerator and denominator.   

 

There are various methods for solving inequalities involving rational expressions such as: 
 
Method 1: Multiplying throughout by the square of the denominator.   
Method 2: Combining all the fractions into one single term on one side of the inequality.   

 
Note:  While it may seem simplest to multiply by the denominator, due to the nature of inequalities 
where negatives are involved, the best way to accomplish the same thing is to multiply by its 
square, thus ensuring it is always positive regardless of the value of  𝑥.   
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Chapter 4 – Matrices 
 

A matrix is a rectangular array of numbers.  Each entry in the matrix is called an element.   

 

A matrix with m rows and n columns is an 𝑚 × 𝑛 matrix.  This is called the order of the matrix.   

 

We can add or subtract matrices provided they have the same order.   

 

To add or subtract matrices, all that is required is that we add or subtract corresponding 
elements from each matrix.   

 
Eg: 

[
3 2 5

−1 0 2
] − [

6 1 1
0 −4 10

] = [
−3 1 4
−1 4 −8

] 

 

To multiply a matrix by a constant, simply multiply each element of the matrix by the constant.   

 
Note: This is equivalent to finding the scalar multiple of a vector – in fact, that process is just a 
specific example of multiplying a matrix by a constant.   
 
Eg: 

5 [
1 2
3 1

] = [
5 10

15 5
] 

 

We can multiply two matrices A and B only if the number of columns of A equals the number of 
rows of B.   

 
Note: This does not mean the matrices have to be of equal order, but due to the method used for multiplying 
matrices, they must fulfil this requirement.   

 

If A is a matrix of order 𝑎 × 𝑏 and B is a matrix of order 𝑐 × 𝑑, then the matrix AB exists if and only 
if 𝑏 = 𝑐.   
 
The product AB will have order 𝑎 × 𝑑.   

 
Note: AB means A multiplied by B, in that order.  𝑨𝟐 = 𝑨𝑨    𝑎𝑛𝑑    𝑨𝟑 = 𝑨𝑨𝑨 = (𝑨𝑨)𝑨 = 𝑨(𝑨𝑨) 
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To multiply two matrices, first generate the correct size for the result matrix as described above.  
To find the value of the each element in this matrix, calculate the sum of the products of the 
elements in the corresponding row of the first matrix and column of the second.   
 
That is, to find the element in the third row and second column, for instance, you would multiply 
each element in the first matrix’s third row by the corresponding element in the second matrix’s 
second column.   

Eg: 

𝑨 = [
3 4
5 6
7 8

]     𝑩 = [
−1 0
3 2

]     𝑨𝑩 = [
3 × −1 + 4 × 3 3 × 0 + 4 × 2
5 × −1 + 6 × 3 5 × 0 + 6 × 2

] = [
9 8

13 12
] 

 

In general, 𝑨𝑩 ≠ 𝑩𝑨.  Matrix multiplication is not, in general, commutative.   

 
Note: The terms pre-multiplied and post-multiplied can be used to indicate which way round 
matrices are to be multiplied.  For instance, in AB, A is post-multiplied by B, or, equivalently, B is 
pre-multiplied by A.   
 

A matrix which has the same number of rows and columns is called a square matrix.   

 

The matrix 𝑰 = [
1 0
0 1

] is called the 2 × 2 identity matrix because when you multiply any 2 × 2 

matrix A by I you get A as the answer.   
 
This means that for any 2 × 2 matrix A: 𝑰𝑨 = 𝑨𝑰 = 𝑨 

 

More generally, an identity matrix can be formed for any size of square matrix.   

 
Eg: 

[
1 0 0
0 1 0
0 0 1

]  𝑖𝑠 𝑡ℎ𝑒 3 × 3 𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑚𝑎𝑡𝑟𝑖𝑥 

 

The square matrix where every element is zero is called the zero matrix.  For instance, the 2 × 2 
zero matrix is: 

[
0 0
0 0

] 

 
Adding the zero matrix to any other matrix leaves it unchanged, and multiplying it by any other 
matrix gives the zero matrix.   

 
Note: The identity matrix is the equivalent of the number 1 – anything multiplied by it remains 
unchanged.  The zero matrix is the equivalent of the number 0 – anything added to it remains 
unchanged, and anything multiplied by it becomes the zero matrix.   
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Chapter 5 - Trigonometry 
 
By applying right-angle trigonometry to a bisected equilateral triangle of side length 2 or an 
isosceles right-angled triangle (equal sides length 1), the following exact results can be obtained – 
these are preferable to approximations given by calculators and should be used where possible: 
 

 
 

𝜽 𝒊𝒏 𝒅𝒆𝒈𝒓𝒆𝒆𝒔 𝜽 𝒊𝒏 𝒓𝒂𝒅𝒊𝒂𝒏𝒔 𝐬𝐢𝐧 𝜽 𝐜𝐨𝐬 𝜽 𝐭𝐚𝐧 𝜽 
 

0 
 

0 0 1 0 

 
30 

 

𝜋

6
 

1

2
 

√3

2
 

1

√3
 

 
45 

 

𝜋

4
 

1

√2
 

1

√2
 1 

 
60 

 

𝜋

3
 √3

2
 

1

2
 √3 

 
90 

 

𝜋

2
 1 0 ∞ 

 
180 

 
𝜋 0 -1 0 

 
360 

 
2𝜋 0 1 0 
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To find the general solution of 𝐬𝐢𝐧 𝒙 = 𝒌 or 𝐜𝐨𝐬 𝒙 = 𝒌, where −1 ≤ 𝑘 ≤ 1, you find two solutions 
lying in the interval −180° ≤ 𝑥 ≤ 180°, and then, since sine and cosine are periodic with period 
360°, you add 360𝑛°, where 𝑛 is an integer, to each of the two solutions.   

 

For 𝑥 in radians, you find the general solution of sin 𝑥 = 𝑘 and cos 𝑥 = 𝑘, where −1 ≤ 𝑘 ≤ 1, by 
finding two solutions lying in the interval −𝜋 ≤ 𝑥 ≤ 𝜋 and then adding 2𝑛𝜋, where 𝑛 is an integer, 
to each of the two solutions.   

 
 

The general solution of 𝐜𝐨𝐬 𝒙 = 𝐜𝐨𝐬 𝜶 is 𝑥 = 2𝑛𝜋 ± 𝛼 (or 𝑥 = (360𝑛 ± 𝛼)°, if 𝑥 is in degrees), 
where 𝑛 is an integer.   

 

The general solution of 𝐬𝐢𝐧 𝒙 = 𝐬𝐢𝐧 𝜶 is 𝑥 = 2𝑛𝜋 + 𝛼, 2𝑛𝜋 + 𝜋 − 𝛼 (or 𝑥 = (360𝑛 + 𝛼)°, (360𝑛 +
180 − 𝛼)°, if 𝑥 is in degrees), where 𝑛 is an integer.   

 
 
 

To find the general solution of 𝐭𝐚𝐧 𝒙 = 𝒌, where 𝑘 is a constant, you find the solution lying in the 
interval −90° ≤ 90° and then, since tan is periodic with period 180°, you add 180𝑛°, where 𝑛 is an 
integer, to the solution.   

 

For 𝑥 in radians you find the general solution of tan 𝑥 = 𝑘 by finding the solution lying in the 

interval –
𝜋

2
≤ 𝑥 ≤

𝜋

2
 then adding 𝑛𝜋, where 𝑛 is an integer, to the solution.   

 
 

The general solution of 𝐭𝐚𝐧 𝒙 = 𝐭𝐚𝐧 𝜶 is 𝑥 = 𝑛𝜋 + 𝛼 (or 𝑥 = (180𝑛 + 𝛼)°, if 𝑥 is in degrees), where 
𝑛 is an integer.   
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Chapter 6 – Matrix transformations 
 

A linear transformation that changes/transforms point 𝑃(𝑥, 𝑦) into point 𝑃′(𝑥′, 𝑦′) can be written 
as: 

[
𝑥′

𝑦′] = [
𝑎 𝑏
𝑐 𝑑

] [
𝑥
𝑦]     𝒎𝒂𝒕𝒓𝒊𝒙 𝒇𝒐𝒓𝒎 

or: 
𝑥′ = 𝑎𝑥 + 𝑏𝑦        𝑦′ = 𝑐𝑥 + 𝑑𝑦    𝒂𝒍𝒈𝒆𝒃𝒓𝒂𝒊𝒄 𝒇𝒐𝒓𝒎 

 

The matrix [
𝑎 𝑏
𝑐 𝑑

] is called a transformation matrix.   

 
Note: multiplying the matrix by the original vector will convert from the matrix form to the 
algebraic form, which may be easier to interpret depending on the situation.   
 

A one-way stretch in the 𝒙-direction of scale factor 𝑘 is given by: 
 

[
𝑥′

𝑦′] = [
𝑘 0
0 1

] [
𝑥
𝑦] 

 

A one-way stretch in the 𝒚-direction of scale factor 𝑘 is given by: 
 

[
𝑥′

𝑦′] = [
1 0
0 𝑘

] [
𝑥
𝑦] 

 

A two-way stretch of scale factor 𝑎 in the 𝑥-direction and scale factor 𝑏 in the 𝑦-direction is given 
by: 
 

[
𝑥′

𝑦′] = [
𝑎 0
0 𝑏

] [
𝑥
𝑦] 

 
Note: There is a similarity in the stretching transformation matrix to the identity matrix.  The 0 elements 
ensure that the new 𝑥 values are not affected by the old 𝑦 values, and vice versa.  The elements on the 
leading diagonal (top left to bottom right) determine the relationship between the new 𝑥 and 𝑦 
values and the old ones.   
 

An enlargement of scale factor 𝑘 with centre the origin is given by: 
 

[
𝑥′

𝑦′] = [
𝑘 0
0 𝑘

] [
𝑥
𝑦] 

 
Note: This is a specific example of a two-way stretch (where the 𝑥- and 𝑦-direction scale factors are 
equal).   
 
 



Page 10 of 18 

Note: The following rotation and reflection matrices are included in your formula book.  
(Included here for completeness only) 
 

A rotation through angle 𝜃 anticlockwise about the origin is given by: 
 

[
𝑥′

𝑦′] = [
cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃

] [
𝑥
𝑦] 

 
Note: This transformation matrix is derived by considering the effect of the transformation on the 
points (1,0) and (0,1).  Trigonometry gives the desired result.   
 

A reflection in the line 𝑦 = 𝑥 tan 𝜃 (where 𝜃 is the angle the line makes with the positive 𝑥-axis) is 
given by: 

[
𝑥′

𝑦′] = [
cos 2𝜃 sin 2𝜃
sin 2𝜃 − cos 2𝜃

] [
𝑥
𝑦] 

 
Note: Again, this transformation is derived from considering the points (1,0) and (0,1).  This matrix 
has certain similarities with the rotation matrix.  This is because the two transformations do a 
similar thing mathematically.  Any transformation produced through a rotation, for instance, can 
also be produced by a combination of two reflections.   
 

If the 2 × 2 matrices, A and B, both represent transformations, then the product matrix BA also 
represents a transformation equivalent to applying A followed by B.   
 
This type of transformation is known as a composite transformation.   
 
It is important to remember to read composite transformations backwards, i.e., ABC means a 
transformation produced by applying first C, then B and finally A.   
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Chapter 7 – Linear laws 
 

Since experimental data is not exact, due to measuring errors, points plotted are unlikely to all lie 
exactly in line so a line of best fit is drawn.  Remember that a line of best fit will pass through the 
mean (average of 𝑥 values , average of 𝑦 values).   

 
Note: throughout this section you will need to recall the general equation for a straight line: 

𝑦 = 𝑚𝑥 + 𝑐    𝑤ℎ𝑒𝑟𝑒    𝑐 = 𝑦 − 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡    𝑎𝑛𝑑    𝑚 = 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 =
𝑦2 − 𝑦1

𝑥2 − 𝑥1
 

 

If the variables used are not 𝑥 and 𝑦, the method to find the equation of the line of best fit is exactly 
the same.  In the general equation 𝑦 = 𝑚𝑥 + 𝑐 you just replace 𝑦 by the variable on the vertical axis 
and replace 𝑥 by the variable on the horizontal axis.   

  

If the graph does not show the 𝑦-intercept, you can find the value of the gradient 𝑚 as usual and 
then find the value of 𝑐 by substituting the coordinates of a point on the line into the equation 𝑦 =
𝑚𝑥 + 𝑐.  Alternatively, you can use the coordinates of two points on the line to form and solve a pair 
of simultaneous equations in 𝑚 and 𝑐.   

 
Linear laws allow us to compare various non-linear relationships between variables.  All that is 
required is a rewriting of the original relationship so that is of the form: 
 

𝑌       =      𝑚𝑋         +          𝑐 
 

𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 =   𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒 +   𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 
 
Where X and Y are variables which do not need to be simply 𝑥 and 𝑦.  Examples are shown below: 
 

To test a belief that the relation between 𝑥 and 𝑦 is of the form 𝒚 = 𝒂𝒙𝟐 + 𝒃, you need to plot 𝑦 
against 𝑥2.  If the points are roughly in a straight line, you can deduce that the relation between 𝑥 
and 𝑦 is of the form 𝑦 = 𝑎𝑥2 + 𝑏.  The gradient of the line gives an estimate for 𝑎 and the intercept 
on the vertical axis (𝑋 = 0) gives an estimate for 𝑏.   

 

To test a belief that the relation between 𝑥 and 𝑦 is of the form 
𝟏

𝒙
+

𝟏

𝒚
= 𝒂, you need to plot 

1

𝑦
 against 

1

𝑥
.  If the points are roughly in a straight line with gradient -1, you can deduce that the relation 

between 𝑥 and 𝑦 is of the form 
1

𝑥
+

1

𝑦
= 𝑎.  The intercept on the vertical axis (𝑋 = 0) gives an 

estimate for 𝑎.   

 

To test a belief that the relation between 𝑥 and 𝑦 is of the form 𝒚 = 𝒂𝒙𝟐 + 𝒃𝒙, you can plot 
𝑦

𝑥
 against 

𝑥.  If the points are roughly in a straight line, you can deduce that the relation between 𝑥 and 𝑦 is of 
the form 𝑦 = 𝑎𝑥2 + 𝑏𝑥.  The gradient of the line gives an estimate for 𝑎 and the intercept on the 
vertical axis (𝑋 = 0) gives an estimate for 𝑏.   
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When dealing with equations of the form 𝒚 = 𝒂𝒙𝒏, it is necessary to use logarithms to reduce to a 
linear form: 

𝑦 = 𝑎𝑥𝑛     ⟹     log 𝑦 = log 𝑎 + 𝑛 log 𝑥 

 

To test a belief that the relation between 𝑥 and 𝑦 is of the form 𝑦 = 𝑎𝑥𝑛 , you need to plot log 𝑦 
against log 𝑥.  If the points are roughly in a straight line, you can deduce that the relation between 𝑥 
and 𝑦 is of the form 𝑦 = 𝑎𝑥𝑛.  The gradient of the line gives an estimate for 𝑛 and the intercept on 
the vertical axis (𝑋 = 0) gives the value of log 𝑎 from which the estimate for 𝑎 can be found.   

 
 

When dealing with equations of the form 𝒚 = 𝒂𝒃𝒙, it is necessary to use logarithms to reduce to a 
linear form: 

𝑦 = 𝑎𝑏𝑥    ⟹     log 𝑦 = (log 𝑏)𝑥 + log 𝑎 

 

To represent the relation 𝑦 = 𝑎𝑏𝑥in a linear form you need to plot log 𝑦 against 𝑥.  If a straight line 
is obtained from the given data the relation is true.  The gradient of the line is our estimate for log 𝑏 
and the intercept on the vertical axis (𝑋 = 0) gives an estimate for log 𝑎.  Knowing these two values, 
estimates for 𝑎 and 𝑏 can be found.   
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Chapter 8 – Calculus 
 

The gradient of the chord PQ is given by: 
𝑦𝑄 − 𝑦𝑃

𝑥𝑄 − 𝑥𝑃
 

 

When the 𝑥-coordinate of P is 𝑎, and the 𝑥-coordinate of Q is 𝑎 + ℎ, the gradient of the chord PQ can 
be simplified to an expression involving ℎ.  The gradient of the curve at the point P is obtained by 
letting ℎ tend to zero.   

 
Eg: Find the gradient of the function 𝑦 = 3𝑥2 + 2𝑥 at 𝑥 = 4 
 

𝐿𝑒𝑡 𝑡ℎ𝑒 𝑝𝑜𝑖𝑛𝑡 𝑏𝑒 𝑃    ⟹     𝑥𝑃 = 4    𝑎𝑛𝑑    𝑦𝑃 = 3(4)2 + 2(4) = 56 
 

𝐷𝑒𝑓𝑖𝑛𝑒 𝑡ℎ𝑒 𝑝𝑜𝑖𝑛𝑡 𝑄 𝑡𝑜 𝑏𝑒 𝑎𝑡 𝑥 = 4 + ℎ 
    ⟹     𝑥𝑄 = 4 + ℎ    𝑎𝑛𝑑    𝑦𝑄 = 3(4 + ℎ)2 + 2(4 + ℎ) = 56 + 26ℎ + 3ℎ2 

 

𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 =
(56 + 26ℎ + 3ℎ2) − (56)

(4 + ℎ) − (4)
=

26ℎ + 3ℎ2

ℎ
= 26 + 3ℎ 

 
𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝑜𝑓 𝑐𝑢𝑟𝑣𝑒 𝑎𝑡 𝑃 = lim

ℎ→0
(26 + 3ℎ) = 26 

 

When 𝑓(𝑥) is defined for 𝑥 ≥ 𝑎, where the limit exists, we define the improper integral: 
 

∫ 𝑓(𝑥)
∞

𝑎

𝑑𝑥 = lim
𝑏→∞

𝑓(𝑥) 𝑑𝑥 

 

When 𝑓(𝑥) is defined for 𝑥 ≤ 𝑏, provided the integral exists, we define the improper integral: 
 

∫ 𝑓(𝑥)
𝑏

−∞

𝑑𝑥 = lim
𝑎→∞

∫ 𝑓(𝑥)
𝑏

𝑎

𝑑𝑥 

 

When 𝑓(𝑥) is defined for 𝑝 < 𝑥 < 𝑞, but 𝑓(𝑥) is not defined when 𝑥 = 𝑝, then the improper integral, 
provided the limit exists, is given by: 
 

∫ 𝑓(𝑥)
𝑞

𝑝

𝑑𝑥 = lim
𝑎→𝑝+

∫ 𝑓(𝑥)
𝑞

𝑎

𝑑𝑥 
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Chapter 9 – Series 
 

Sum of natural numbers – In formula book, included for completeness: 

1 + 2 + 3 + 4 + ⋯ + 𝑛 = ∑ 𝑟

𝑛

𝑟=1

=
𝑛

2
(𝑛 + 1) 

 
Note: The summation ∑ 𝑓(𝑟)𝑏

𝑟=𝑎  means the sum of all values of 𝑓(𝑟) from 𝑓(𝑎) to 𝑓(𝑏): 

∑ 𝑓(𝑟)
𝑏

𝑟=𝑎
= 𝑓(𝑎) + 𝑓(𝑎 + 1) + ⋯ + 𝑓(𝑏) 

 

∑ 1

𝑛

𝑟=1

= 1 + 1 + ⋯ + 1 = 𝑛    (𝑡ℎ𝑒𝑟𝑒 𝑎𝑟𝑒 𝑛 𝑡𝑒𝑟𝑚𝑠 𝑎𝑑𝑑𝑒𝑑 𝑡𝑜𝑔𝑒𝑡ℎ𝑒𝑟) 

 
Note: The proof of the following two formulae is not required for this module, although you will be 
expected to apply the results: 
 

Sum of squares – In formula book, included for completeness: 

12 + 22 + 32 + 42 + ⋯ + 𝑛2 = ∑ 𝑟2

𝑛

𝑟=1

=
𝑛

6
(𝑛 + 1)(2𝑛 + 1) 

 

Sum of cubes – In formula book, included for completeness: 

13 + 23 + 33 + 43 + ⋯ + 𝑛3 = ∑ 𝑟3

𝑛

𝑟=1

=
𝑛2

4
(𝑛 + 1)2 

 

A series can often be split into separate, simpler, summations: 

∑[𝐴𝑓(𝑟) + 𝐵𝑔(𝑟)] = 𝐴 ∑ 𝑓(𝑟) + 𝐵 ∑ 𝑔(𝑟) 

 
Eg: Show that ∑ 3𝑟 − 𝑟24

𝑟=1 = 0 
 

∑ 3𝑟 − 𝑟2

4

𝑟=1

= 3 ∑ 𝑟

4

𝑟=1

− ∑ 𝑟2

4

𝑟=1

= 3 (
4

2
(4 + 1)) − (

4

6
(4 + 1)(2 × 4 + 1)) = 30 − 30 = 0 

 
Note: A partial summation (starting from a number other than 1) can be found by splitting into two.   
 
Eg: Find the value of ∑ (2𝑟2 + 𝑟)10

𝑟=5  
 

∑(2𝑟2 + 𝑟)

10

𝑟=5

= ∑(2𝑟2 + 𝑟)

10

𝑟=1

− ∑(2𝑟2 + 𝑟)

4

𝑟=1
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Chapter 10 – Numerical methods 
 

If the graph of 𝑦 = 𝑓(𝑥) is continuous over the interval 𝑎 ≤ 𝑥 ≤ 𝑏, and 𝑓(𝑎) and 𝑓(𝑏) have different 
signs, then a root of the equation 𝑓(𝑥) = 0 must lie in the interval 𝑎 < 𝑥 < 𝑏.   

 
Note: This result is self-evident; if the line of a graph doesn’t jump, and has values both above and 
below the 𝑥-axis, it must at some point cross (at least once, but could be any odd number of times). 
 

The bisection method 
 
When a root of 𝑓(𝑥) = 0 is known to lie between 𝑥 = 𝑎 and 𝑥 = 𝑏 as above, the bisection method 

requires you to next find the value of 𝑓(
𝑎+𝑏

2
) 

This point, combined with whichever of the first points has the opposite sign, provide the new pair 
of values between which the root must lie.   
The procedure is repeated until you have an interval of the desired width containing the root.   

 
Note: This method halves the size of the interval with every repetition.  This is very efficient, since 
the interval will be a millionth the size after only 20 repetitions.   
 

Linear interpolation  
 
When a root of the equation 𝑓(𝑥) = 0 is known to lie between 𝑥 = 𝑎 and 𝑥 = 𝑏, linear interpolation 
involves replacing the curve by a straight line and gives an approximation to the root as: 
 

𝑎𝑓(𝑏) + 𝑏𝑓(𝑎)

𝑓(𝑏) − 𝑓(𝑎)
 

 
Note: This method is often more effective than the bisection method, since it takes into account the 
average gradient of the curve between the two points, thus generally providing closer 
approximations with fewer repetitions.   
 

Newton-Raphson iteration – Given in the formula book, included for completion only.   
 
The Newton-Raphson iterative formula for solving 𝑓(𝑥) = 0 is: 
 

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)
 

 
Note: This method improves on the previous two in that it uses calculus to predict the location of 
the root.  Essentially it involves finding the gradient of the curve at the starting point, and 
projecting a tangent from this point to the 𝑥-axis.  The crossing point of this tangent line is the next  
approximation.  Using this better approximation, a further approximation can be found, and so on.   
 
Note: You also need to be able to apply Euler’s step-by-step method, but this is in the formula book.   
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Chapter 11 – Asymptotes and rational functions 
 

An asymptote is a line that a curve approaches for large values of |𝑥| or |𝑦|.  It is usually 
represented by a broken or dotted line.   

 

The line 𝑥 = 𝑎 is a vertical asymptote of the curve 𝑦 =
𝑓(𝑥)

𝑔(𝑥)
 if 𝑔(𝑎) = 0.   

 

To find a horizontal asymptote of 𝑦 =
𝑎𝑥+𝑏

𝑐𝑥+𝑑
, rewrite the equation as: 

 

𝑦 =
𝑎 +

𝑏
𝑥

𝑐 +
𝑑
𝑥

 

 

As |𝑥| → ∞, 
1

𝑥
→ 0, therefore 𝑦 →

𝑎

𝑐
.  The horizontal asymptote has equation 𝑦 =

𝑎

𝑐
.   

 

In order to solve inequalities such as 
𝑎𝑥+𝑏

𝑐𝑥+𝑑
< 𝑘 or 

𝑎𝑥+𝑏

𝑐𝑥+𝑑
> 𝑘: 

 

1 Sketch the graph of 𝑦 =
𝑎𝑥+𝑏

𝑐𝑥+𝑑
 and the line 𝑦 = 𝑘.   

2 Solve the equation 
𝑎𝑥+𝑏

𝑐𝑥+𝑑
= 𝑘.   

3 Use the graph to find the possible values of 𝑥 for which the graph lies below or above the line.   
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Chapter 12 – Further rational functions and maximum and minimum 
points 

 

It is always useful to draw any asymptotes as the first stage in sketching the graph of a rational 
function.   
 
When a curve has a vertical asymptote at 𝑥 = 𝑎, it is useful to check the values of 𝑦 when 𝑥 is a little 
smaller than 𝑎 and when 𝑥 is a little larger than 𝑎.   
 
By considering the behaviour very close to the asymptotes, it is often possible to deduce the main 
shape of the graph.   

 

In order to find the set of values of 𝑦 for which a curve of the form 𝑦 =
𝑎𝑥2+𝑏𝑥+𝑐

𝑑𝑥2+𝑒𝑥+𝑓
 exists: 

 

1 Consider where 𝑦 = 𝑘 cuts the curve by writing 𝑘 =
𝑎𝑥2+𝑏𝑥+𝑐

𝑑𝑥2+𝑒𝑥+𝑓
.   

2 Multiply out to obtain a quadratic of the form 𝐴𝑥2 + 𝐵𝑥 + 𝐶 = 0, where A, B and C will involve 𝑘.   
3 Use the condition for real roots 𝐵2 − 4𝐴𝐶 ≥ 0 to obtain a quadratic inequality involving 𝑘.   
4 Convert the solution involving 𝑘 to a condition involving 𝑦.   

 

If a curve of the form 𝑦 =
𝑎𝑥2+𝑏𝑥+𝑐

𝑑𝑥2+𝑒𝑥+𝑓
 is shown to exist only for 𝑃 ≤ 𝑦 ≤ 𝑄, then it means that the 

curve must have a minimum point when 𝑦 = 𝑃 and a maximum point when 𝑦 = 𝑄.   
 
Substitute 𝑦 = 𝑃 in order to find the 𝑥-coordinate of the minimum point.  The resulting quadratic in 
𝑥 will always have a repeated root.   
 
Repeat by substituting 𝑦 = 𝑄 to find the 𝑥-coordinate of the maximum point.   

 

If a curve of the form 𝑦 =
𝑎𝑥2+𝑏𝑥+𝑐

𝑑𝑥2+𝑒𝑥+𝑓
 is shown to exist only for 𝑦 ≤ 𝑀 or 𝑦 ≥ 𝑁, then it means that the 

curve must have a maximum point when 𝑦 = 𝑀 and a minimum point when 𝑦 = 𝑁.   
 
Substitute 𝑦 = 𝑀 in order to find the 𝑥-coordinate of the maximum point.  The resulting quadratic 
in 𝑥 will always have a repeated root.   
 
Repeat by substituting 𝑦 = 𝑁 to find the 𝑥-coordinate of the minimum point.   
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Chapter 13 – Parabolas, ellipses and hyperbolas 
 

A reflection in the line 𝑦 = 𝑥 maps (𝑥, 𝑦) onto (𝑥′, 𝑦′), where 𝑥′ = 𝑦 and 𝑦′ = 𝑥.   
The equation of the new curve after a reflection in the line 𝑦 = 𝑥 is obtained by interchanging 𝑥 and 
𝑦 in the original equation.   

 

A parabola with its vertex at the origin and its axis along the 𝑥-axis will have an equation of the 
form 𝑦2 = 𝑘𝑥, where 𝑘 is a constant.   

 

A stretch of scale factor 𝑐 in the 𝑥-direction and scale factor 𝑑 in the 𝑦-direction, maps (𝑥, 𝑦) onto 
(𝑥′, 𝑦′), where 𝑥′ = 𝑐𝑥 and 𝑦′ = 𝑑𝑦.   

The equation of the new curve is obtained by replacing 𝑥 by (
𝑥

𝑐
) and 𝑦 by (

𝑦

𝑑
) in the original 

equation.   

 

The general equation of an ellipse with its centre at the origin is 
𝑥2

𝑎2 +
𝑦2

𝑏2 = 1.   

It cuts the 𝑥-axis when 𝑥 = ±𝑎 and cuts the 𝑦-axis when 𝑦 = ±𝑏.   

 

An equation of the form 𝑥𝑦 = 𝑐2 represents a hyperbola with the coordinate axes as asymptotes.  
The asymptotes are perpendicular and it is often referred to as a rectangular hyperbola.   
It can be rotated through 45° to give an equation of the form 𝑥2 − 𝑦2 = 𝑘.   

 

The equation 
𝑥2

𝑎2 −
𝑦2

𝑏2 = 1 represents a hyperbola with centre at the origin cutting the 𝑥-axis when 

𝑥 = ±𝑎.  It does not intersect the 𝑦-axis and its asymptotes have equations 𝑦 = ±
𝑏

𝑎
𝑥.  When 𝑏 = 𝑎 

the hyperbola is said to be a rectangular hyperbola.   

 

A translation with vector [
𝑐
𝑑

] maps (𝑥, 𝑦) onto (𝑥′, 𝑦′), where 𝑥′ = 𝑥 + 𝑐 and 𝑦′ = 𝑦 + 𝑑.   

The equation of the new curve is obtained by replacing 𝑥 by (𝑥 − 𝑐) and 𝑦 by (𝑦 − 𝑑) in the original 
equation.   

 

To consider how a straight line intersects a parabola, ellipse or hyperbola: 
1 Form a quadratic equation (usually in terms of 𝑥) of the form 𝑎𝑥2 + 𝑏𝑥 + 𝑐 = 0.   
2 When 𝑏2 − 4𝑎𝑐 < 0 there are no points of intersection.   
3 When 𝑏2 − 4𝑎𝑐 > 0 there are two distinct points of intersection.   
4 When 𝑏2 − 4𝑎𝑐 = 0 there is a single point of intersection.  The line is tangent to the curve at that 
point.   
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